Study of general families of estimators in two-stage sampling with unequal size clusters under non-response

Manoj K. Chaudhary*, V. K. Singh† and Cem Kadilar‡

Abstract

This paper presents some salient features of the biased and unbiased estimators of population mean in two-stage sampling with unequal size clusters in presence of non-response. Paper proposes general families of factor-type estimators of population mean using information on an auxiliary variable under the condition that the non-response is observed on study variable only and on both study and auxiliary variables respectively. Biases and mean square errors of the families are obtained. Optimum estimators of the proposed families have been investigated in both the cases. An empirical study is also carried out to support the theoretical results.
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1. Introduction

The two-stage sampling method has its own importance in sampling theory and estimation procedure. Bellhouse and Rao [2] discussed on the efficiency of prediction estimator in two-stage sampling. Khan and Muttlak [6] suggested an adjusted two-stage adaptive cluster sampling procedure in estimating the population mean. There are several authors who have utilized auxiliary information for improving the efficiency of the estimators in two-stage sampling at the estimation stage. Sahoo and Panda [8] have suggested a class of estimators of population total with varying probability in two-stage sampling. Sahoo et al. [7] introduced a class of predictive estimators for estimating population mean using two auxiliary variables in two-stage sampling. Ahmed [1] has proposed some estimators for finite population mean in two-stage sampling using multi-auxiliary
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information. Eideh and Nathan [4] considered the effects of informative two-stage cluster sampling on estimation and prediction.

In mail surveys where questionnaires are sent to the respondents and it is expected to send back their returns within a specified time. It is seen that many of them do not reply and available questionnaires of returns are imperfect. Due to this unavailability of response, one may infer the biased estimate of the parameter of interest. Thus the problem of non-response is a serious issue in sample survey as well as in complete enumeration. In order to deal with the problem of non-response, Chaudhary and Singh [3] have suggested some families of factor-type estimators under different situations in two-stage sampling with equal size clusters in the presence of non-response.

In most of the situations, assumption of equal size clusters is impracticable. During the surveys, an experimenter frequently faces the population with unequal size clusters. Due to this reason, we have proposed two different sampling strategies for estimating the population mean in two-stage sampling with unequal size clusters utilizing the information on an auxiliary characteristic in the presence of non-response. First, we have discussed the case where non-response is observed on study variable and auxiliary variable is free from non-response. Secondly, we entertained the case where non-response is observed on both the variables.

2. Estimation procedure in presence of Non-Response

Let us suppose that the population of size $M_0$ is divided into $N$ first-stage units (f.s.u’s) such that the $i^{th}$ f.s.u has size $M_i$ of second stage unit (s.s.u’s). First of all we select a sample of size $n$ from $N$ (f.s.u’s) with the help of simple random sampling without replacement (SRSWOR) scheme and then for each of the selected f.s.u’s at the first stage, a sub-sample of specified size of s.s.u’s is selected at the second-stage (i.e., $m_i$ s.s.u’s are selected from the $i^{th}$ f.s.u.). It is observed that out of $m_i$ s.s.u’s, $m_{i1}$ units respond and $m_{i2}$ units do not respond. Adopting Hansen and Hurwitz [5] technique of sub-sampling of non-respondents, we now select a sub-sample of size $h_{i2}$ from the $m_{i2}$ non-respondent units with the help of SRSWOR scheme for the $i^{th}$ f.s.u. selected in the sample such that $m_{i2} = k_i h_{i2}$ ($k_i \geq 1$) and collect the information on all $h_{i2}$ units by interview method.

Let $X_0$ and $X_1$ be the study and auxiliary variables with respective population means $\bar{X}_0$ and $\bar{X}_1$. First, we define the Hansen-Hurwitz estimator for population mean of $i^{th}$ f.s.u $\bar{X}_{0i}$ without using auxiliary information as

\begin{equation}
\bar{x}_{0HH} = \frac{m_{i1} \bar{x}_{01i} + m_{i2} \bar{x}_{02i}}{m_i}
\end{equation}

where $\bar{x}_{01i}$ and $\bar{x}_{02i}$ are the means per s.s.u. based on $m_{i1}$ respondent units and $m_{i2}$ non-respondent units respectively for the study variable. Taking average of $\bar{x}_{0HH}$’s selected in the sample, we find the estimator of population mean $\bar{X}_0$ as

\begin{equation}
\bar{T}_{0HH} = \frac{1}{n} \sum_{i=1}^{n} \bar{x}_{0HH}
\end{equation}
2.1. Properties of the estimator $T_{OHH}$. We have

$$E[T_{OHH}] = E[E(T_{OHH}/n)] = E\left[E\left(\frac{1}{n} \sum_i^n \bar{x}_{0HH,i}\right)|i\right]$$

$$= E[\bar{X}_0] = \bar{X}_0 = \bar{X}_0$$

We can easily understand that $\bar{X}_0 = \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^{M_i} x_{0ij}$, $M_0 = \sum_{i=1}^N M_i$ and $\bar{X}_0 = \frac{1}{N} \sum_{i=1}^N \bar{X}_0$ where $x_{0ij}(x_{1ij})$ represents the observation on $j^{th}$ s.s.u. in the $i^{th}$ f.s.u. for the study (auxiliary) variable ($i=1,2,...,N;j=1,2,...,M_i$).

Therefore, $T_{OHH}$ is a biased estimator of $\bar{X}_0$ and its bias is given by

$$\text{Bias} = \bar{X}_0 - \bar{X}_0$$

The expression for mean square error (MSE) of the estimator $T_{OHH}$ can be obtained as

$$MSE(T_{OHH}) = \left(\frac{1}{n} - \frac{1}{N}\right) S_0^2$$

$$+ \frac{1}{nN} \sum_{i=1}^N \left\{ \left(\frac{1}{m_i} - \frac{1}{M_i}\right) S_{0i}^2 + \frac{(k_i - 1)}{m_i} W_{12} S_{02}^2 \right\}$$

$$+ \left[\bar{X}_0 - \bar{X}_0\right]^2$$

where $S_{0i}^2$ and $S_{02}^2$ are respectively the mean squares per s.s.u. of entire group and non-response group of study variable in the $i^{th}$ f.s.u. further

$$S_0^2 = \frac{1}{N-1} \sum_{i=1}^N \left[\bar{X}_{0i} - \bar{X}_0\right]^2$$

and $W_{12} = M_{ij} - \frac{k_i - 1}{m_i}$ (non-response rate in $i^{th}$ f.s.u.).

2.2. The unbiased estimator. We have seen that the estimator $T_{OHH}$ is a biased estimator of population mean $\bar{X}_0$. Let us define an estimator parallel to $T_{OHH}$ given in equation (2.2)

$$T'_{OHH} = \frac{1}{n} \sum_{i=1}^N u_i \bar{x}_{0HH,i}$$

where $u_i = \frac{M_i}{m_i}$ and $\bar{M} = \frac{1}{N} \sum_{i=1}^N M_i$ We can easily understand that $T'_{OHH}$ is an unbiased estimator of $\bar{X}_0$ because

$$E[T'_{OHH}] = E[E(T'_{OHH}/n)] = E\left[E\left(\frac{1}{n} \sum_i^n u_i \bar{x}_{0HH,i}\right)|i\right]$$

$$= E\left[\frac{1}{n} \sum_i^n u_i \bar{X}_0\right] = \frac{1}{N} \sum_{i=1}^N u_i \bar{X}_0 = \bar{X}_0$$

Now, the variance of $T'_{OHH}$ is expressed as

$$V[T'_{OHH}] = \left(\frac{1}{n} - \frac{1}{N}\right) S_0'^2$$

$$+ \frac{1}{nN} \sum_{i=1}^N u_i^2 \left\{ \left(\frac{1}{m_i} - \frac{1}{M_i}\right) S_{0i}^2 + \frac{(k_i - 1)}{m_i} W_{12} S_{02}^2 \right\}$$

where $S_0'^2 = \frac{1}{N-1} \sum_{i=1}^N (u_i \bar{X}_{0i} - \bar{X}_0)^2$.
3. Proposed families of estimators

Due to Singh and Shukla [10], a family of Factor-Type Estimators (FTE) for estimating the population mean $X_0$ using an auxiliary variable, can be defined as (if there is no non-response in the population)

$$T_\alpha = \bar{x}_0 \left[ \frac{(A + C)\bar{X}_1 + fB\bar{x}_1}{(A + fB)\bar{X}_1 + C\bar{x}_1} \right]$$  \hspace{1cm} (2.9)

where $\bar{x}_0 = \frac{1}{n} \sum_{i=1}^{n} \bar{x}_{0i}$ and $\bar{x}_1 = \frac{1}{n} \sum_{i=1}^{n} \bar{x}_{1i}$ are the means per s.s.u. in the sample for study and auxiliary variables respectively and $\bar{x}_{0i} = \frac{1}{M_i} \sum_{j=1}^{m_i} x_{0ij}$ and $\bar{x}_{1i} = \frac{1}{M_i} \sum_{j=1}^{m_i} x_{1ij}$. Further $f = \frac{\bar{x}_1}{\bar{x}_0}$. $A = (\alpha - 1)(\alpha - 2)$, $B = (\alpha - 1)(\alpha - 4)$ and $C = (\alpha - 2)(\alpha - 3)(\alpha - 4)$; $\alpha > 0$.

We shall now define some families of estimators utilizing an auxiliary variable in the presence of non-response. Let us consider the cases:

(i) When non-response is present on study variable and auxiliary variable is free from non-response.

(ii) When non-response is present on both study and auxiliary variables.

3.1. Non-Response on study variable only. Using $T_{0HH}$ discussed in subsection 2.2, we now define the family of FTE in two-stage sampling with unequal size clusters under non-response as

$$T_{\alpha}^{**} = T_{0HH}^* \left[ \frac{(A + C)\bar{X}_1 + fB\bar{x}_1}{(A + fB)\bar{X}_1 + C\bar{x}_1} \right]$$  \hspace{1cm} (2.10)

where the notations have already been defined earlier.

3.1.1. Properties of the proposed family. In order to obtain the bias and MSE of $T_{\alpha}^{**}$, we use the large sample approximation. Let us consider

$T_{0HH} = \bar{X}_0(1 + e_0), \bar{x}_1 = \bar{X}_1(1 + e_1)$ such that $E(e_0) = E(e_1) = 0$, $E(e_0^2) = \frac{\sum(x'_{0i} - \bar{X}_0)^2}{X_0X_1}$, $E(e_1^2) = \frac{\sum(x'_{1i} - \bar{X}_1)^2}{X_0X_1}$ and $E(e_0e_1) = \frac{\sum(x'_{0i} - \bar{X}_0)(x'_{1i} - \bar{X}_1)}{X_0X_1}$

The bias of $T_{\alpha}^{**}$ up to the first order of approximation can be obtained as

$$B(T_{\alpha}^{**}) = E(T_{\alpha}^{**}) - \bar{X}_0 = \bar{X}_0 \phi(\alpha) \left[ \frac{\phi_2(\alpha) V(\bar{x}_1)}{X_1} - \frac{\text{Cov}(T_{0HH}^{**}, \bar{x}_1)}{X_0X_1} \right]$$

$$= \bar{X}_0 \phi(\alpha) \left[ \frac{\phi_2(\alpha)}{X_1} \left\{ \left( \frac{1}{n} - \frac{1}{N} \right) S_{11}^{**} + \frac{1}{nN} \sum_{i=1}^{n} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) S_{01}^{2} \right\} \right]$$

$$- \bar{X}_0 \phi(\alpha) \left[ \frac{1}{X_0X_1} \left\{ \left( \frac{1}{n} - \frac{1}{N} \right) S_{01}^{**} + \frac{1}{nN} \sum_{i=1}^{n} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) S_{01}^{2} \right\} \right]$$

$$= \frac{\phi(\alpha)}{X_1} \left[ \left( \frac{1}{n} - \frac{1}{N} \right) \phi_2(\alpha) \left( S_{11}^{**} - S_{01}^{**} \right) \right]$$

$$+ \frac{\phi(\alpha)}{X_1} \left[ \left( \frac{1}{n} - \frac{1}{N} \right) \sum_{i=1}^{n} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) \phi_2(\alpha) \left( S_{11}^{2} - S_{01}^{2} \right) \right]$$ \hspace{1cm} (2.11)

where $\phi_2(\alpha)$ is the square of Singh and Shukla [10, 11] and $S_{ij}$ are the means per s.s.u. in the sample for study and auxiliary variables respectively and $u_i = \frac{1}{m_i} \sum_{j=1}^{m_i} x_{ij}$. Further $f = \frac{\bar{x}_1}{\bar{x}_0}$.
where $S^2_i$ is the mean square per s.s.u. of entire group of auxiliary variable in the $i^{th}$ f.s.u. and $S^2_{0i} = \frac{1}{n} - \sum_{i=1}^{N} (x_{0i} - \bar{x}_0) (u_iX_{i1} - \bar{x}_1)$, $S^{2^2}_{i1} = \frac{1}{n} - \sum_{i=1}^{N} (u_iX_{i1} - \bar{x}_1)^2$, $S_{0i1} = \frac{1}{M} \sum_{j=1}^{M} (x_{0ij} - \bar{x}_0) (x_{1ij} - \bar{x}_{1i})$, $R = \frac{\bar{x}_0}{\bar{x}_1}$, $\phi(\alpha) = \frac{C_{-fB}^2}{\alpha + fB + C}$, $\phi_2(\alpha) = \frac{C}{\alpha + fB + C}$.

The $MSE$ of $T^{**}$ up to the first order of approximation, can be derived as

$$MSE(T^{**}) = E\left[ (T^{**} - X_0)^2 \right]$$

$$= \bar{X}_0^2 \left[ \frac{V(T_{0HH})}{X_0^2} + \frac{(\alpha)^2}{X_1^2} V(\bar{x}) - 2 \frac{\phi(\alpha)}{X_0X_1} Cov(T_{0HH}, \bar{x}) \right]$$

$$= \bar{X}_0^2 \left[ \frac{(1 - 1)}{X_0^2} \frac{1}{X_0^2} + \frac{(1 - 1)}{X_1^2} \right] \left[ \frac{\phi(\alpha)^2}{X_0X_1} \right] \left[ \frac{\phi(\alpha)}{X_0X_1} \right]$$

$$+ \bar{X}_0^2 \left[ \frac{(1 - 1)}{X_0^2} \frac{1}{X_0^2} + \frac{(1 - 1)}{X_1^2} \right] \left[ \frac{\phi(\alpha)^2}{X_0X_1} \right] \left[ \frac{\phi(\alpha)}{X_0X_1} \right]$$

$$(2.12) \quad MSE(T^{**}) = \left( \frac{1}{n} - \frac{1}{N} \right) \left[ S^{2^2}_i + \phi(\alpha)^2 R^2S^{2^2}_{i1} - 2\phi(\alpha)RS_{0i1} \right]$$

$$+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{M_i} \right) \left[ S^2_i + \phi(\alpha)^2 R^2S^2_{i1} - 2\phi(\alpha)RS_{0i1} \right]$$

$$+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 k_i - 1 \frac{1}{M_i} S^2_{0i1}$$

### 3.1.2. Optimum choice of $\alpha$ and minimum $MSE$

On minimizing $MSE$ of $T^{**}$ with respect to $\alpha$, we get the optimum choice of $\alpha$. Differentiating $MSE(T^{**})$ with respect to $\alpha$ and equating the derivative to zero, we get

$$\frac{1}{n} - \frac{1}{N} \left[ 2\phi'(\alpha)\phi(\alpha)R^2S^{2^2}_{i1} - 2\phi'(\alpha)RS_{0i1} \right] + \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{M_i} \right)$$

$$\left[ 2\phi'(\alpha)\phi(\alpha)R^2S^2_{i1} - 2\phi'(\alpha)RS_{0i1} \right] = 0$$

$$(2.13) \quad \phi(\alpha) = \left( \frac{1}{n} - \frac{1}{N} \right) R^2S^2_{i1} + \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{M_i} \right) \left[ RS_{0i1} \right]$$

$$\left( \frac{1}{n} - \frac{1}{N} \right) R^2S^2_{i1} + \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{M_i} \right) \left[ RS^2_{0i1} \right]$$

Since the right hand side term in the above expression can be treated as a constant for given population, so the equation reduces to $\phi(\alpha) = \frac{C_{-fB}^2}{\alpha + fB + C} = V(say)$.

The above expression is a cubic equation in $\alpha$ which gives three optimum values of $\alpha$. On putting the value of $\phi(\alpha)$ from the above equation in the expression of $MSE$ of $T^{**}$ we get the estimator in the defined family possesses minimum $MSE$. 


3.2. Non-Response on both study and auxiliary variables. Similar to \( T_{0HH} \), we first define the unbiased estimator of population mean \( \bar{X}_1 \) in the presence of non-response using the Hansen-Hurwitz [5] technique

\[
(2.15) \quad T'_{1HH} = \frac{1}{n} \sum_{i}^{n} u_i \bar{x}_{1HHi}
\]

where \( \bar{x}_{1HHi} = \frac{m_{i1}\bar{x}_{1i1} + m_{i2}\bar{x}_{1i2}}{m_{i1} + m_{i2}} \)

Further, \( \bar{x}_{1i1} \) and \( \bar{x}_{1i2} \) are the means per s.s.u. based on \( m_{i1} \) respondent units and \( m_{i2} \) non-respondent units respectively for the auxiliary variable. Thus, a family of FTE for estimating the population mean \( \bar{X}_0 \) under non-response, can be defined as

\[
(2.16) \quad T_{\alpha}^{(**)} = T_{0HH} \left[ \frac{(A + C) \bar{X}_1 + fBT_{1HH}'}{(A + fB) \bar{X}_1 + CT_{1HH}'} \right]
\]

**Remark:** It is remembered that the FTE define a family of estimators including a number of well-known estimators existing in literature, namely, ratio, product, dual to ratio and usual sample mean estimators, which can be obtained for \( \alpha = 1, 2, 3 \) and 4 respectively. It is, therefore, easy to generate similar estimators from the families defined by \( T_{\alpha}^{(*)} \) and \( T_{\alpha}^{(**)} \) in the proposed sampling scheme, that is, in two-stage sampling under non-response.

3.2.1. Properties of proposed family. Using large sample approximation, we can obtain the bias and MSE of \( T_{\alpha}^{(**)} \). Let us assume

\[
T_{0HH} = \bar{X}_0 (1 + e_0), \quad T_{1HH} = \bar{X}_1 (1 + e_1)
\]

such that

\[
E(e_0) = E(e_1') = 0, \quad E(e_0^2) = \frac{V(T_{0HH})}{X_0^2}, \quad E(e_1^2) = \frac{V(T_{1HH})}{X_1^2} \quad \text{and} \quad E \left( e_0 e_1' \right) = \frac{Cov(T_{0HH}, T_{1HH}')}{{X_0}{X_1}}
\]

Thus, the bias of \( T_{\alpha}^{(**)} \) up to the first order of approximation is obtained as

\[
B \left( T_{\alpha}^{(**)} \right) = \frac{1}{\bar{X}_0} \left[ \bar{X}_0 \phi(\alpha) \left( \frac{\bar{X}_1}{X_1} \right)^2 \frac{\phi_2(\alpha)}{X_1^2} \right]
\]

\[
= \bar{X}_0 \phi(\alpha) \left[ \frac{\phi_2(\alpha)}{X_1^2} \left( \frac{1}{n} - \frac{1}{N} \right) S_{11}^2 + \frac{\phi_2(\alpha)}{X_1^2} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) S_{011} + \frac{n}{m_i} \sum_{i=1}^{N} (k_i - 1) M_i^2 S_{0i12} \right]
\]

\[
(2.17) \quad B \left( T_{\alpha}^{(**)} \right) = \frac{\phi_2(\alpha)}{X_1} \left[ \frac{1}{n} - \frac{1}{N} \right] \left\{ \phi_2(\alpha) RS_{11}^2 - S_{011} \right\}
\]

\[
+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) \left\{ \phi_2(\alpha) RS_{011} - S_{011} \right\}
\]

\[
- \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( k_i - 1 \right) W_{i2} \left\{ \phi_2(\alpha) RS_{0i12} - S_{0i12} \right\}
\]

where \( S_{0i12} \) is the mean square per s.s.u. of non-response group for auxiliary variable in the \( i^{th} \) f.s.u. and \( S_{0i12} = \frac{1}{M_i} \sum_{j=1}^{M_i} \left( x_{0ij} - \bar{X}_{0i1} - \bar{X}_{1i2} \right) \left( x_{0ij} - \bar{X}_{0i1} \right) \left( x_{1ij} - \bar{X}_{1i2} \right) \).

Further \( \bar{X}_{0i1} \) and \( \bar{X}_{1i2} \) are the means per s.s.u. of the non-response group for study and auxiliary variables respectively in the \( i^{th} \) f.s.u. Now we can obtain the MSE of \( T_{\alpha}^{(**)} \) up to the first order of approximation as
\[
MSE \left( T^{(***)}_{\alpha} \right) = E \left[ (T^{(***)}_{\alpha} - X_0)^2 \right]
\]
\[
= X_0^2 \left[ \frac{V \left( T^{(***)}_{1HHH} \right)}{X_0^2} + \phi(\alpha)^2 V \left( T^{(***)}_{1HH} \right) - 2 \frac{\phi(\alpha)}{X_0X_1} Cov \left( T^{(***)}_{1HHH}, T^{(***)}_{1HH} \right) \right]
\]
\[
= X_0^2 \left[ \frac{1}{X_0^2} \left( \frac{1}{n} - \frac{1}{N} \right) S_0^2 \right]
\]
\[
+ X_0^2 \left[ \frac{1}{X_0^2} \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left\{ \left( \frac{1}{m_i} - \frac{1}{M_i} \right) S_{0i}^2 + \frac{(k_i - 1) M_{i2} S_{012}^2}{M_i} \right\} \right]
\]
\[
+ \chi_0^2 \left[ \frac{\phi(\alpha)^2}{X_1^2} \left\{ \left( \frac{1}{n} - \frac{1}{N} \right) S_1^2 \right\} \right]
\]
\[
+ \chi_0^2 \left[ \frac{\phi(\alpha)^2}{X_1^2} \left( \frac{\phi(\alpha)^2}{X_0 X_1 N} \sum_{i=1}^{N} u_i^2 \left\{ \left( \frac{1}{m_i} - \frac{1}{M_i} \right) S_{0i}^2 + \frac{(k_i - 1) M_{i2} S_{012}^2}{M_i} \right\} \right) \right]
\]
\[
- \chi_0^2 \left[ \frac{\phi(\alpha)^2}{X_1^2} \left( 2\phi(\alpha) \frac{X_0 X_1}{N} \left( \frac{1}{n} - \frac{1}{N} \right) S_0^2 \right) \right]
\]
\[
- \chi_0^2 \left[ \frac{\phi(\alpha)^2}{X_1^2} \left( 2\phi(\alpha) \frac{X_0 X_1}{N} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) S_{0i}^2 + \frac{(k_i - 1) M_{i2} S_{012}^2}{M_i} \right) \right]
\]
\[
MSE \left( T^{(***)}_{\alpha} \right) = \left( \frac{1}{n} - \frac{1}{N} \right) \left[ S_0^2 + \phi(\alpha)^2 R^2 S_i^2 - 2\phi(\alpha) RS_{0i}^2 \right]
\]
\[
+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) \left[ S_{0i}^2 + \phi(\alpha)^2 R^2 S_i^2 - 2\phi(\alpha) RS_{0i}^2 \right]
\]
\[
+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{k_i - 1}{m_i} \right) W_{i2} \left[ 2\phi(\alpha) \phi(\alpha)^2 R^2 S_{i12}^2 - 2\phi(\alpha) RS_{012}^2 \right] = 0
\]

3.2.2. Optimum choice of \( \alpha \). To obtain optimum estimator within the proposed family, we should obtain the optimum value of \( \alpha \). Differentiating \( MSE \left( T^{(***)}_{\alpha} \right) \) with respect to \( \alpha \) and equating the derivative to zero, we get
\[
(\frac{1}{n} - \frac{1}{N}) \left[ 2\phi(\alpha) \phi(\alpha)^2 R^2 S_i^2 - 2\phi(\alpha) RS_{0i}^2 \right]
\]
\[
+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) \left[ 2\phi(\alpha) \phi(\alpha)^2 R^2 S_i^2 - 2\phi(\alpha) RS_{0i}^2 \right]
\]
\[
+ \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{k_i - 1}{m_i} \right) W_{i2} \left[ 2\phi(\alpha) \phi(\alpha)^2 R^2 S_{i12}^2 - 2\phi(\alpha) RS_{012}^2 \right] = 0
\]
\[
\phi(\alpha) = \frac{(\frac{1}{n} - \frac{1}{N}) RS_{0i}^2 + \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) RS_{0i}^2 + \frac{(k_i - 1) W_{i2} R^2 S_{i12}^2}{M_i} RS_{012}^2}{(\frac{1}{n} - \frac{1}{N}) R^2 S_i^2 + \frac{1}{nN} \sum_{i=1}^{N} u_i^2 \left( \frac{1}{m_i} - \frac{1}{M_i} \right) R^2 S_i^2 + \frac{(k_i - 1) W_{i2} R^2 S_{i12}^2}{M_i}}
\]

which is a cubic equation in \( \alpha \) and hence giving three optimum values of \( \alpha \), for a given population.
4. Empirical Study

We have considered the CO124 population available in Sarndal et al. [9]. There are 124 countries (s.s.u.) divided into 7 continents (f.s.u.) according to locations. Since 7th continent consists of only one country therefore, we placed it in the 6th continent. Here we considered the import and export in 1983 as study and auxiliary variables respectively. Thus the data are divided into 6 clusters. We have $N, M_0 = \sum_{i=1}^{M} M_i = 124$ and $M = 20.67$.

The following tables 1 and 2 show the characteristics of the population.

**Table 1. Cluster Sizes, Means and Mean-squares under Study and Auxiliary Variables ($X_0, X_1$)**

<table>
<thead>
<tr>
<th>Cluster No.</th>
<th>$M_i$</th>
<th>$m_i$</th>
<th>$u_i$</th>
<th>$\bar{X}_{0i}$</th>
<th>$\bar{X}_{1i}$</th>
<th>$S^2_{0i}$</th>
<th>$S^2_{1i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38</td>
<td>15</td>
<td>1.8387</td>
<td>2254.45</td>
<td>1901.11</td>
<td>15030175.51</td>
<td>1356941.51</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>6</td>
<td>0.6774</td>
<td>25533.14</td>
<td>22083.21</td>
<td>5599280338</td>
<td>3256997379</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>4</td>
<td>0.5323</td>
<td>3002.82</td>
<td>5835.46</td>
<td>19221733.92</td>
<td>74298083.06</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>13</td>
<td>1.9068</td>
<td>12156.79</td>
<td>12438.85</td>
<td>30698.00</td>
<td>13030175.51</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>10</td>
<td>1.1613</td>
<td>28493.46</td>
<td>20009.56</td>
<td>11462797.70</td>
<td>475308299.0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>2</td>
<td>0.1906</td>
<td>26392.50</td>
<td>29360.50</td>
<td>1814997363.1</td>
<td>23760356.00</td>
</tr>
</tbody>
</table>

**Table 2. Cluster Covariances, Mean Ratios, Correlations and Mean-squares for Non-response Groups**

<table>
<thead>
<tr>
<th>Cluster No.</th>
<th>$S_{01}$</th>
<th>$R_{01}$</th>
<th>$\rho_{01}$</th>
<th>$S^2_{012} = \frac{1}{\phi} (S^2_{01})$</th>
<th>$S^2_{112} = \frac{1}{\phi} (S^2_{11})$</th>
<th>$S_{012} = \frac{1}{\phi} S_{011}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12035667.14</td>
<td>1.1859</td>
<td>0.864</td>
<td>120924240.41</td>
<td>108925563.21</td>
<td>9028257.11</td>
</tr>
<tr>
<td>2</td>
<td>392904898.70</td>
<td>1.1562</td>
<td>0.808</td>
<td>4479422420.10</td>
<td>2005592603.80</td>
<td>3306765190.0</td>
</tr>
<tr>
<td>3</td>
<td>32230313.79</td>
<td>0.6147</td>
<td>0.967</td>
<td>15377387.14</td>
<td>59439886.46</td>
<td>26578411.03</td>
</tr>
<tr>
<td>4</td>
<td>38662812.39</td>
<td>0.9763</td>
<td>0.590</td>
<td>421319809.80</td>
<td>607102828.20</td>
<td>469458849.80</td>
</tr>
<tr>
<td>5</td>
<td>594133373.70</td>
<td>0.9282</td>
<td>0.500</td>
<td>750959488.30</td>
<td>1279599056.00</td>
<td>475308299.0</td>
</tr>
<tr>
<td>6</td>
<td>155162431.00</td>
<td>0.8989</td>
<td>1.00</td>
<td>1451998315.0</td>
<td>1900826125.00</td>
<td>124889961.0</td>
</tr>
</tbody>
</table>

Further, we have $\bar{X}_0=13494.77$, $\bar{X}_1=13792.52$, $R=0.9784$, $S_{0}^2=145036370.90$, $S_{1}^2=160383672.30$, $S_{01}^2=151324910.80$.

On the basis of the above data, using the equation (2.14) with $n = 2$, we get $\phi(\alpha)=0.9112$ for the estimator $T^{**}_n$. In the Table 3, we have depicted values of $MSE(T^{**}_n)$ for optimum choice of $\alpha$ and for $\alpha=1,2,3$ and 4 for comparison purpose.

While using the family of estimators given by $T^{(**)}_n$, we have different values of $\phi(\alpha)$ for different combinations of $W_2$ and $K_i$, due to expression (2.20). The Table 4 shows the values of $\alpha$, which have been obtained through (2.20).

Similar to Table 3, Table 5 presents the comparison of $MSE(T^{(**)}_n)$ for different combinations of $\alpha$, $W_2$ and $K_i$. 
### Table 3. $MSE$ Comparison for the Family $T_{\alpha}^{**}$

<table>
<thead>
<tr>
<th>$W_{i2}$ (for all i)</th>
<th>$\alpha$</th>
<th>$K_{i}$ (for all i)</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>17062949.00</td>
<td>19385874.64</td>
<td>21708800.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>314134864.80</td>
<td>316457790.40</td>
<td>318780716.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30302111.18</td>
<td>32523136.82</td>
<td>34846062.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>84091284.54</td>
<td>86414210.18</td>
<td>88737135.82</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{opt}$</td>
<td></td>
<td></td>
<td>16419911.76</td>
<td>18742837.40</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>1</td>
<td>19385874.64</td>
<td>24031725.92</td>
<td>28677577.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>316451979.40</td>
<td>321103641.70</td>
<td>32549493.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3253136.82</td>
<td>37168988.10</td>
<td>41814839.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>86414210.18</td>
<td>91060061.46</td>
<td>95705912.74</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{opt}$</td>
<td></td>
<td></td>
<td>18742837.40</td>
<td>23388688.68</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>21708800.28</td>
<td>24031725.92</td>
<td>35646354.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>318780716.00</td>
<td>32549493.00</td>
<td>332718269.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>32523136.82</td>
<td>37168988.10</td>
<td>41814839.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>84091284.54</td>
<td>91060061.46</td>
<td>95705912.74</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{opt}$</td>
<td></td>
<td></td>
<td>21065763.04</td>
<td>28034539.96</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1</td>
<td>24031725.92</td>
<td>33323428.47</td>
<td>42615131.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>321103641.70</td>
<td>33323428.47</td>
<td>33968746.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3768988.10</td>
<td>46460690.66</td>
<td>55753932.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91060061.46</td>
<td>100351764.00</td>
<td>109643466.60</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{opt}$</td>
<td></td>
<td></td>
<td>23388688.68</td>
<td>41972093.79</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Values of $\phi(\alpha)$ for the estimator $T_{\alpha}^{**}$

<table>
<thead>
<tr>
<th>$W_{i2}$ (for all i)</th>
<th>$K_{i}$ (for all i)</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td>0.9090</td>
<td>0.9070</td>
<td>0.9049</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.9069</td>
<td>0.9030</td>
<td>0.8994</td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td>0.9049</td>
<td>0.8994</td>
<td>0.8904</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.9030</td>
<td>0.8962</td>
<td>0.8904</td>
</tr>
</tbody>
</table>

### 5. Conclusion

The problem of estimating the population mean in two-stage sampling with unequal size clusters under non-response utilizing the auxiliary information, has been discussed. We have proposed the families of estimators whenever the non-response is present on study variable only and on both study and auxiliary variables respectively. The proposed families can generate non-response versions of a number of well-known estimators existing in literature, namely, ratio, product, dual to ratio and usual mean estimators. The properties of the proposed families have been discussed along with its optimum estimators. The tables 3 and 5 reveal that $MSE_{i}$ of the estimators of the families $T_{\alpha}^{*}$ and $T_{\alpha}^{**(*)}$ for optimum $\alpha$ are smaller than that obtained for $\alpha=1, 2, 3$ and 4. From Table 3, we observe that for a given value of the parameter, $\alpha$, $MSE$, of $T_{\alpha}^{**(*)}$ increases with increase in
Table 5. MSE Comparison for the Family $T_{\alpha}^{(**)}$

<table>
<thead>
<tr>
<th>$W_{12}$ (for all i)</th>
<th>$\alpha$</th>
<th>$K_i$ (for all i)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>16800784.47</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>319778183.80</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>48021484.61</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1501783.93</td>
</tr>
<tr>
<td>0.2</td>
<td>1</td>
<td>16801545.58</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>32774428.50</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8414210.18</td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>16085095.53</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>17922306.70</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>335710683.67</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>31309882.73</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>88737135.82</td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>17077029.71</td>
</tr>
<tr>
<td>0.4</td>
<td>1</td>
<td>18983067.81</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>343676917.90</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>32454081.79</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>100351764.00</td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>18067684.89</td>
</tr>
</tbody>
</table>

non-response rate and also with smaller size of sub-samples of non-respondents. Further, for the estimator $T_{\alpha}^{(**)}$, the same trend is seen in Table 5. The result is also intuitively expected.
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